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INTRODUCTION

➢ The emergence of RS platforms that can capture a wide range of information and an increase 
in earth observation data volume recently made accessible through globally accessible service 
delivery platforms has facilitated access to an enormous amount of high-resolution RS images 
and opened a new era in deep learning-based RS research.

➢ RS images differ greatly from natural images since RS images contain more complex patterns 
and exhibit a different level of complexity due to impacts of internal (detector-based) and 
external (environmental conditions-based) geometric distortions that occurred during the data 
collection.

➢ Increasing number of EO satellites 

➢ Relatively easier access to EO data, dataset.

➢ High performance computing.
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INCREASE OF EO DATA
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SATELLITES IN ORBIT

5

KAYNAK: https://www.ucsusa.org/resources/satellite-database

Dates: 21 December 2021- 1 September 
2021- 31 March 2021
Total number of operating satellites: 4852-
4550-2666

• United States: 2944-2788-1327
• Russia: 169-167-169
• China: 499-431- 363
• Other: 1240- 1164-807

•LEO: 4078-3790-1918
•MEO: 141-139-135
•Elliptical: 59-56-59
•GEO: 574-565-564
•Total number of US satellites: 2944-2788-
1327

• Civil: 30-33-30
• Commercial: 2516-2359-935
• Government: 168-167-170
• Military: 230-229-192

PAN-SHARPENING

➢ Spatial and spectral resolution of Earth observation satellites are generally not at the desired high level due to 
the limitations on optic and sensor technology and high costs; therefore, it is important to develop software-
based algorithms to improve the spatial and spectral quality of the satellite images.

➢ Pan-sharpening is very important for remote sensing scene interpretation, and is also used as a pre-processing 
step for several image processing tasks, for example:

➢ (1) feature extraction;

➢ (2) segmentation;

➢ (3) classification.

➢ The methods that we used:

➢ CNN based approaches

➢ Channel-spatial attention

➢ GAN based approaches

➢ Channel-spatial attention based GAN
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CHANNEL-SPATIAL ATTENTION-BASED PAN-
SHARPENING

➢Aall  channels are treated equally in the CNN-based networks and the abundant high-
frequency information contained in the low-resolution images is not made full use of.

➢The attention mechanism is proposed to address these problems and has been proven to be 
able to learn the deeper interdependencies among the channels 

7
Wang, P., & Sertel, E., (2021). Channel-spatial attention-based pan-sharpening of very high-resolution 
satellite images. Knowledge-Based Systems , 1-12. 

Residual Attention Module (RAM) 

CHANNEL-SPATIAL ATTENTION-BASED PAN-
SHARPENING

Train/Test MS/PAN m Region Sensor Patches MS size PAN size 

Train 

2/0.5 Aydin Pleiades1A 

Training: 121390 

 Valid: 3756 
6464 256256 

2/0.5 Istanbul Pleiades1A 

2/0.5 Istanbul Pleiades1A 

2/0.5 Bursa Pleiades1A 

2/0.5 Mugla Pleiades1A 

Test 

2/0.5 Bursa Pleiades1A 

Reduced 
resolution 

180 

200200 800800 

Full 
resolution 

100 

1.6/0.4 

Washington  

Worldview2 

Reduced 

resolution 
80 

Stockholm 
Full 

resolution 
65 

 2.4/0.61 

Bosnia and 

Herzegovina 
QuickBird 

Reduced 

resolution 
65 

Amsterdam 
Full 

resolution 
50 

 1 
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Reduced Resolution Full Resolution

QAVE SAM ERGAS RMSE CC D_λ D_s QNR GQNR

↑ ↓ ↓ ↓ ↑ ↓ ↓ ↑ ↓

BDSD 0.931 3.327 3.613 89.866 0.915 0.027 0.083 0.893 0.137 

Brovey 0.969 2.150 3.260 81.397 0.895 0.149 0.223 0.671 0.659 

MTF_GLP_HPM 0.962 2.616 7.289 162.089 0.904 0.089 0.163 0.766 0.428 

SFIM 0.962 2.613 7.840 158.911 0.895 0.079 0.147 0.789 0.461 

SR_D 0.948 3.115 3.608 90.839 0.916 0.018 0.074 0.910 0.088 

PNN 0.979 1.954 1.654 45.657 0.975 0.111 0.077 0.821 0.592 

MSDCNN 0.979 1.939 1.649 45.404 0.975 0.109 0.079 0.821 0.580 

PanNet 0.989 1.408 1.259 32.664 0.984 0.057 0.087 0.861 
0.271 

MSCARN 0.979 2.239 1.853 47.183 0.965 0.140 0.060 0.809 
0.705 

NCAPAN 0.984 1.643 1.427 37.866 0.980 0.041 0.100 0.862 
0.203 

CAPAN-CA 0.990 1.316 1.132 30.121 0.987 
0.060 0.073 0.871 0.296 

CAPAN-SE 0.988 1.432 1.290 33.275 0.985 
0.064 0.050 0.890 0.363 

CAPAN-CBAM 0.991 1.238 1.066 28.246 0.988 
0.045 0.090 0.869 0.219 

REDUCED RESOLUTION QUALITATIVE RESULTS

(a) Pan 

(b) MS 

(c) BDSD 

(d）Brovey 

(e) MTF_GLP_PHM 

(f) SFIM

(g) SR_D

(h) PNN

(i) MSDCNN

(j) PanNet

(k) MSCARN

(l) NCAPAN

(m) CSAPAN-CA

(n) CSAPAN-SE

(o) CSAPAN-CBAM
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FULL RESOLUTION QUALITATIVE RESULTS

(a) Pan 

(b) MS 

(c) BDSD 

(d）Brovey 

(e) MTF_GLP_PHM 

(f) SFIM

(g) SR_D

(h) PNN

(i) MSDCNN

(j) PanNet

(k) MSCARN

(l) NCAPAN

(m) CSAPAN-CA

(n) CSAPAN-SE

(o) CSAPAN-CBAM

11

12Ozcelik, F., Algancı, U., Sertel, E., & Ünal, G., (2021). Rethinking CNN-Based Pansharpening: Guided Colorization of Panchromatic Images via
GANs. IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING , vol.59, no.4, 3486-3501.
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SUPER-RESOLUTION

➢Super-resolution refers to the process of recovering high-resolution images from low-
resolution images.

➢Super-resolution is an important class of image processing techniques in computer vision and
image processing.

➢Nowadays, in the Remote Sensing field, Satellite imagery has been widely applied in
agriculture, land cover classification, building extraction, prediction of disasters, and object
detection.

➢However, due to the limitations on the sensor technology and high costs, the imaging resolution
always fails to meet the application requirement. Thus, Super-resolution is quite significant in
the Remote Sensing field.

14
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Satellite
MS/PAN 

(m)
region image size(MS)

numbers of 

images
Data source

Pleiades 2/0.5

Aydin, Turkey 10099*10001 1

Provided by ITU-

CSCRS

Istanbul, Turkey 11523*10307 1

Istanbul, Turkey 10161*10543 1

Bursa, Turkey 10122*10695 1

Bursa, Turkey 10040*10136 1

Mugla, Turkey 9795*8840 1

WV-2 1.6/0.4

Amsterdam 1460*2605 1

Provided by Maxar

through 

https://earth.esa.int/

eogateway

Moen, Norway 2650*1684 1

Stockholm, Sweden 8391*6967 1

Washington 6092*6144 1

WV-3 1.24/0.31

Tripoli, Libya 2020*1870 1

Rio, Brazil 3408*2794 1

Aksu, Turkey 4813*4980 1

Provided by MaxarKestel, Turkey 4431*4920 1

Soganli, Turkey 3067*3987 1

Vegas, Nevada 162*162*8 3851

Provided by Maxar 

through SpaceNet2

Paris, France 162*162*8 1149

Shanghai, China 163*163*8 4583

Khartoum, Sudan 163*163*8 1012

Moscow, Russia 325*325*8 1353 Provided by Maxar 

through SpaceNet5Mumbai, India 325*325*8 1016

QuickBird-2 2.4/0.61

IJmeer, Netherlands 2938*2630 1

https://earth.esa.int/

eogateway

Nairobi, Kenya 2806*4365 1

Amsterdam, 2010*2615 1

GeoEye-1 1.65/0.4

Susah, Libya 3612*1767 1

Donetsk Oblast, 

Ukraine
2192*2527 1

Amsterdam 3253*3528 1

County Waterford, 

Ireland
2938*2630 1

DEIMOS 4.0/1.0
Voncauver, Canada 2928*3249 1 IEEE Data Fusion 

Contest 2016Voncauver, Canada 873*1311 1

WV-2/WV-3 128*128 431
Pansharpening data

Details of the proposed Multi-sensor 
Remote Sensing Dataset (MSRSD)

RESULTS COMPARISON OF SR METHODS

Method PSNR SSIM AG LPIPS NIQE PI

CNN

SRCNN 35.5458 0.9961 7.5978 0.1041 5.1356 4.0781 

VDSR 35.9257 0.9965 7.6702 0.0977 4.9027 3.9546 

LGCNet 35.6082 0.9963 7.5776 0.1032 4.9646 3.9894 

PECNN 35.7425 0.9965 7.6609 0.0997 4.9660 3.9906 

RDN 36.1849 0.9968 7.7036 0.0936 4.6828 3.8375 

DDRN 36.2606 0.9968 7.6390 0.0953 4.7043 3.8582 

GAN

SRGAN 34.7511 0.9949 7.6578 0.1079 4.7076 3.8617 

ESRGAN 34.2614 0.9930 7.8306 0.1112 4.5446 3.7839 

EEGAN 35.7941 0.9965 7.6951 0.0982 4.7431 3.8747 

Attention-based

RCAN 36.2514 0.9968 7.6905 0.0921 4.8119 3.9115 

RSRCAN 36.1495 0.9967 7.6989 0.0934 5.0348 4.0255 

HAN 36.1936 0.9968 7.6860 0.0931 4.7927 3.8949 

SAN 36.1087 0.9967 7.6785 0.0954 4.8025 3.9019 

MHAN 36.0242 0.9967 7.6892 0.0933 4.7257 3.8587 

CARS 36.0513 0.9966 7.6167 0.0984 4.8822 3.9523 

CAFRN 35.7402 0.9965 7.6992 0.1015 4.7874 3.8918 

NLSN 36.1589 0.9967 7.6595 0.0938 4.8911 3.9493 

Back-projection DDBPN 36.1001 0.9967 7.6819 0.0952 4.7039 3.8522 

16
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(a) LR input               (b) HR                       (c) Bic                   (d) SRCNN               (e) VDSR               (f) LGCNet (g) PECNN   

(h)RDN                   (i) DDRN                 (j) SRGAN             (k) ESRGAN          (l) EEGAN             (m) RCAN            (n) RSRCAN

(o)HAN                     (p) SAN               (q) MHAN               (r) CARS                (s) CAFRN                (t) NLSN               (u) DDBPN

LAND USE/LAND COVER CLASSIFICATION

➢ To categorize the given RS image with physical cover and man-made structures based on the 
image content. 

➢ LCLU classification has a wide range of real-world applications such as environment monitoring, 
geospatial object detection, urbanization, and natural disaster analysis

➢ Snapshot Ensembles (SE)

➢ Stochastic Weight Averaging (SWA) and 

➢ Fast Geometric Ensemble (FGE)

➢ InceptionResNetV3 

➢ SGD optimizer 

➢ DNNs weights were initialized 

using the He initialization technique.  

18

Datasets 

Spatial 

Resolution 

Image 

size 

Classes Total 

Images 

RS Source 

NWPU-

RESISC45 

0.2m-30m 256x256 45 31.500 

Google 

Earth 

AID 0.5m-8m 600x600 30 10.000 

Google 

Earth 
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LAND USE/LAND COVER CLASSIFICATION

➢DNNE enables improvement of the performance of DNNs by ensuring the diversity of the 
models that are combined. Thus, enhances the generalizability of the models and produces 
more robust and generalizable outcomes for LCLU classification tasks. 

19

 
 

Overall 

Accuracy (%) 

Precision 

(%) 

Recall 

(%) 

F1 Score 

(%) 

N
W

P
U

-

R
E

S
IS

C
4

5
 Baseline 91.36 91.63 91.36 91.49 

SE 94.17 94.20 94.17 94.19 

SWA 94.51 94.51 94.47 94.49 

FGE 93.33 93.41 93.33 93.37 

A
ID

 

Baseline 94.46 94.51 94.56 94.53 

SE 95.50 95.39 95.24 95.31 

SWA 97.42 97.34 97.28 97.30 

 FGE 94.64 94.46 94.40 94.43 

20
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DEEP NEURAL NETWORK ENSEMBLE RESULTS

21

BUILDING DETECTION-PROBLEMS

22
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A NEW BUILDING DATASET

23

• 150 Pléiades image tiles of 
1500 x 1500 pixels 

• covering an area of 85 km2

area of Istanbul city 
• Aproximately 40,000 buildings 

were labelled representing 
different building structures 
and spatial distribution.

Bakirman, T., Komurcu, I. & Sertel, E., (2022)  Comparative analysis of deep learning-based building extraction methods with the new VHR Istanbul 
dataset, Experts Systems with Applications, vol. 202, 117346

➢More than 60 experiments were 
conducted by applying state-of-the-art 
architectures such as U-Net, Unet++, 
DeepLabv3+, FPN and PSPNet with 
different pre-trained encoders and 
hyperparameters.

➢Unet++ architecture using SE-ResNeXt101 
encoder pre-trained with ImageNet 
provides the best results with 93.8% IoU 
on Istanbul dataset.

24
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CHALLENGING CONDITIONS-BAD RESULTS

25

CROSS EVALUATION

26

         Train 

Test 

Istanbul Inria Massachusetts 

Istanbul 0.9380 0.8446 0.8300 

Inria 0.6121 0.7539 0.5338 

Massachusetts 0.8473 0.8494 0.9253 

 

➢ Inria dataset (Maggiori et al. 
2017) consist of 
orthorectified color imagery 
(RGB) with a spatial and 
spectral resolution of 0.3 m 
and 8-bit, respectively. 

➢ The Massachusetts dataset 
(Mnih 2013) consists of 151 
aerial RGB images with 1500 
x 1500 pixels covering 
approximately 340 km2 from 
the Boston area. The images 
have 1 m spatial and 8-bit 
spectral resolution. 
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POST-PROCESSING ON VECTOR DATA

27
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LU/LC MAPPING WITH MULTI-MODAL REMOTE 
SENSING DATA

➢ Each sensor captures unique information regarding the physical attribution of an earth's 
surface (such as geometric structure, orientation, spectral information, and roughness)

➢ It is chalenging to capture the various LU/LC classes using single modality data.

➢ Recent advances in EO and sensor technology have led to the increased accessibility of optical 
and SAR images at different resolutions.

➢ It is vital to make use of multiple sensors (multimodal) rather than a single sensor (unimodal) 
to get a better understanding of the area of interest. 

29

Specifications

⁙ Pansharpaned Multispectral product

type

⁙ 4 bands (RGBNIR)

⁙ MS 457-874 nm and 2.4 m GSD

⁙ PAN 250-745 with 70 cm GSD

⁙ 1.5m spatial resolution

⁙ bit depth: 16 (uint16)

⁙ Acquisition Date: 13 May 2019

DATASET: OPTICAL

SPOT-7

30
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DATASET: SAR

Specifications

⁙ HH polarization

⁙ X-band frequency

⁙ High Resolution Spotlight Mode (HS)

beam mode

⁙ Single look complex (SSC) product

type.

⁙ Spatial resolution of 1.1m in azimuth

and 0.6m in range.

⁙ 16 bit cosar (complex SAR) data type.

⁙ Acquisition Date: 6 Jun 2019

TerraSAR-X

31

DATASET: STATISTICS

32
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DATASET: SAMPLE PATCHES

33

Backbone
Parameters

(Millions)
IOU Score F1 Score Precision Recall

ResNet 50 23 91.69 95.58 95.59 95.58

ResNeXt 50 22 92.03 95.79 95.81 95.77

EfficientNet B0 4 90.21 94.75 94.77 94.73

DPN68 11 91.60 95.54 95.56 95.52

MobileNet V2 2 89.39 94.30 94.33 94.28

Comparison of backbone architectures.

Architecture IOU F1 Score Precision Recall

U-Net 79.25 87.92 87.93 87.91

U-Net ++ 86.88 92.75 92.76 92.74

DeepLab v3+ 91.69 95.58 95.59 95.58

MA-Net 75.21 85.06 85.06 85.01

PSPNet 88.63 93.83 93.88 93.78

Comparison of segmentation architectures.

34
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Input IOU F1 Score Precision Recall

3-band optical (RGB) 84.57 91.39 91.51 91.28

4-band optical (RGBNIR) 90.65 95.02 95.05 95

Comparison of 3-band and 4-band input

Input IOU F1 Score Precision Recall

Optical 90.65 95.02 95.05 95

SAR 84.70 91.39 91.48 91.30

Comparison of optical and SAR data

Multi-modal Learning

Fusion Method IOU F1 Score Precision Recall

Early Fusion 92.37 95.95 95.97 95.92

Middle Fusion 70.93 82.27 83.04 81.46

Late Fusion 86.73 92.79 88.65 97.43

CONCLUSIONS AND SUGGESTIONS

➢ PAN-SHARPENING and SUPER-RESOLUTION

➢ Lack of real reference data

➢ Contradictory results among different spectral and spatial metrics

➢ Visual control is necessary

➢ Inclusion of different sensors

➢ Sensor specific weights

➢ Test data set should be representative of different LC/LU classes, objects of different sizes and some 
distict color features

➢ UAV images obtained from different altitudes could be used to generate a benchmark dataset

36
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CONCLUSIONS AND SUGGESTIONS

➢ LABELLING PROBLEMS

➢ Accurate, highly representative of variou acquisition and landscape conditions 

➢ Be careful about noisy labels

➢ LU/LC Classification

➢ Increase in number and variety of the classes cause challanges

➢ Ensembles provide better results

➢ Multi-label data sets..

➢ OBJECT DETECTION

➢ Iterative creation of labelled data

➢ Multi-task learning

➢ Post-processing 

➢ SEGMENTATION

➢ Creating densely annotated GT is hard: Making use of semi-supervised, unsupervised, zero-shot, few-shot learning techniques could be beneficial. 

➢ Class unbalance.

➢ It is hard to acquire EO-data: Generative models to synthesize optical/SAR/GT information might be a useful tool. 

➢ Multi-modal data could improve LU/LC segmentation

37
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THANKS FOR YOUR ATTENTION...

sertele@itu.edu.tr

https://github.com/RSandAI
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